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Abstract

The model developed in this paper examines the interaction between monetary and
macroprudential policies in promoting macroeconomic stability, highlighting the role of
shocks and policy instruments. The paper shows that assigning the mandates of mone-
tary and financial stability to independent authorities enhances macroeconomic stability
only when some level of coordination exists between policymakers and it is the dominant
institutional arrangement when monetary stability is socially important. Instead, when
society values financial stability, internalising the policy spillovers by assigning the two
mandates to a single policymaker could become the dominant configuration depending on
the model’s parameter values.
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1. Introduction

The worldwide economic contraction that followed the aftermath of the 2007 financial cri-
sis demonstrated the extent to which systemic risk has been underestimated by policymakers.
Soon after that financial institutions’ liquidity and solvency problems became systemic, result-
ing in a significant impact on the real economy. The reform of the international regulatory
framework that followed aims to promote the safety and soundness of the financial system and
encourage the endorsement of macroprudential policies in an attempt to insulate the economy
from financial risks. Although the microprudential recommendations introduced by Basel III
have been widely accepted, there is no clear consensus among policymakers on the conduct of
macroprudential policy due to the equivocal welfare effects that result from the interaction with
monetary policy. Evidently, this debate has a profound effect on shaping the institutional ar-
chitecture of policymaking that is adopted around the world, as in some countries the mandate
of financial stability is designated to the central banks, while in others it has been assigned to
separate authorities.

The aim of this paper is to explore the influence that the interdependencies between mone-
tary and macroprudential policies have on macroeconomic stability that shapes the institutional
structure of policymaking. Introducing a banking sector in a stylised macroeconomic setting,
the paper develops a model that captures the spillover effects that instruments have on policy-
makers’ objectives in a tractable manner by analysing the policy transmission channels. In a
static setting, it is shown that separation of mandates can only be the dominant arrangement
when monetary stability is more socially desirable than financial stability, whereas the instru-
ment choice for a policymaker with a dual mandate depends on the type of shock the economy
experiences. Extending the model in a dynamic setting, separation of mandates with policy
coordination is the dominant institutional setting for a wide range of the model’s parameters.

Historically, central banks have been the implicit guarantors of financial stability as lenders
of last resort. After the late nineties, however, empirical evidence demonstrate a tendency of
OECD countries to change the institutional design of policymaking by separating the price and
financial stability mandates and assigning the latter to an independent authority (Pellegrina et al.
2013). Recent changes on the institutional landscape following the 2007 crisis have revived the
debate on the optimal design of policymaking.1

Despite the numerous arguments for and against the separation of the two mandates present
in the literature,2 the effectiveness of the institutional structure is determined by its ability to
attain the designated policy goals, which in turn depends on the interaction of macroeconomic
policies. Indeed, monetary targets can be affected by responding to financial market distor-
tions in the pursuit of financial stability, and equivalently prudential targets can be influenced
by monetary policy that aims to stabilise inflation. In particular, the policy rate may not fully
adjust to combat inflation, as this adjustment could have adverse effects on banks’ liquidity and
solvency due to the maturity mismatch between their assets and liabilities3 and even encourage

1Recognising serious failures following the events of the recent crisis, the prudential regulation in the UK
returned to the Bank of England (Financial Services Act, 2012) after being assigned to the Financial Services
Authority (Bank of England Act, 1998). In contrast, prudential regulation in the US is designated to the Financial
Stability Oversight Council (Financial Regulation Bill, 2010) which is independent of the Fed, while the European
Commission created the European Systemic Risk Board in 2010 which is independent of ECB.

2Vickers (2002) points out the organisational differences involved in accomplishing the two objectives, while
Goodhart and Schoenmaker (1993, 1995) argue that establishing an independent regulator accountable for finan-
cial stability reduces the monetary policymaker’s reputational risk and government’s political risk in the event
of a financial crisis. In contrast, gains from a unified framework arise from the expertise of the human capital
employed and the costly information produced (Peek et al. 1999). See also Doumpos et al. (2015).

3Goodhart and Schoenmaker (1993, 1995) provide evidence suggesting that interest rates were kept low during
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precarious behaviour through the risk-taking channel. The empirical findings suggests that the
monetary policy stance has a profound effect on the prices of financial assets, credit standards
of banks’ asset portfolio (Ciccarelli et al. 2015), perceived risks by market participants (Altun-
bas et al. 2014) and banks’ general risk-taking behaviour that necessitates a policy response by
the prudential regulator. Such negative externalities can be reduced by assigning the financial
stability mandate to an independent authority with additional instruments following the Tinber-
gen principle, or alternatively by becoming internalised within a single authority when policy
coordination is limited.

The design of macroeconomic policymaking has recently become an increasing are of re-
search interest with no apparent consensus. A strand of the Dynamic Stochastic General Equi-
librium (DSGE) literature focuses on the welfare consequences of the interplay between mon-
etary and macroprudential policies.4 In particular, Angelini et al. (2014) show that there are
sizeable benefits from separation of price and financial stability mandates when the economy
is subjected to financial shocks, independent of the level of coordination between the two au-
thorities. However, coordination reduces welfare losses when the economy experiences supply
shocks by decreasing instrument volatility, while the benefits remain moderate in comparison
to the central banks’ single mandate of price stability. Tayler and Zilberman (2016) also high-
light the need for policy coordination in response to supply rather than credit shocks. Moreover,
Rubio and Carrasco-Gallego (2014) show that policy coordination in response to a collateral
value shock improves social welfare contrary to a technology shock. By considering a variety
of shocks, Beau et al. (2012) find no conflict between monetary and macroprudential policies as
price stability is not affected by the institutional arrangements. When banks are subject to runs
due to the uncertainty about their assets’ returns, Angeloni and Faia (2013) show that there are
welfare gains from coordination when the monetary policymaker reacts to financial conditions,
while Collard et al. (2017) argue that risk-taking due to the inherent moral hazard problems
calls for greater policy coordination. While most of the findings of the relevant DSGE litera-
ture are based on calibrated models, Gelain and Ilbas (2017) estimate a DSGE model with US
data and conclude that benefits from coordination arise only when the common objective of
output gap stabilisation receives similar importance in both mandates.

Findings are also inconclusive in the empirical literature that examines whether central
banks’ actions are influenced by macroprudential responsibilities. In particular, controlling
only for the degree of central banks’ independence, DiNoia and DiGiorgio (1999) find ev-
idence that separation of the financial stability mandate has a significant negative effect on
inflation for 25 industrialised countries over the period 1960-1996. Copelovitch and Singer
(2008) find the same effect conditional on the exchange rate regime and banking sector size.
While extending the time span up to 2012 to capture countries that have changed their insti-
tutional mandates more than once, Lima et al. (2016) do not find any evidence that separation
of mandates is associated with lower inflation rates when estimating a dynamic panel with
fixed effects. Moreover, Ioannidou (2005) shows that the Fed’s monetary stability mandate
influenced its macroprudential actions during 1990-1998. However, Aiyar et al. (2016) con-
clude that, contrary to capital requirements, the policy rate had a small effect on banks’ credit
provision in the UK during 1998-2007 as evidence of minimal interaction between the policy
instruments and the associated monetary and macroprudential policies.

The present paper contributes to the line of work on optimal institutional design of pol-
icymaking. Departing from the commonly used estimated and calibrated models, the paper

the Savings and Loans crisis in the 90s in the US in fear of the adverse effects that higher rates have on the
institutions’ solvency.

4A review of the literature can be found in Galati and Moessner (2013).
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develops a simple theoretical set up to study the role of policy mandates’ allocation on opti-
mal macroeconomic policy. By introducing a banking sector as in Cecchetti and Li (2008) in
a stylised macroeconomic framework commonly employed for policy analysis (see Bernanke
and Blinder 1988 and Svensson 1997, 1999), the interaction between monetary and macropru-
dential policies is captured in a tractable manner that enables a comparative static analysis. In
this way, the model identifies the role of different parameters in determining the optimal policy
design, consolidating some of the divergent results of the empirical and simulated studies in
the literature.

The institutional configurations considered are characterised by the allocation of policy
mandates without imposing restrictions on instrument availability. Contrary to the generally
endorsed monetary policy objective of price stability that is clearly defined and measured, the
objective of macroprudential policy does not have a widely accepted definition or a quantifiable
measurement. The literature suggests several indicators of financial distress that policymakers
should respond to in order to prevent general risk-taking and adjust banks’ lending to business
cycle.5 In this model, the macroprudential objective is captured by the spread of the lending
and funding (policy) rate that represent the cost of borrowing of different economic agents
and has a direct effect on aggregate demand so that changes in the credit spread could lead
to financial imbalances that threaten financial stability. In line with traditional literature, both
policy mandates are described in terms of quadratic loss functions.

Capital requirements is introduced as another stabilisation policy tool that affects the real
economy by having a direct effect on the balance sheet of the banking sector. The model shows
that capital requirements’ adjustment is more effective at influencing the lending market in the
pursuit of financial stability than the policy rate as suggested by empirical findings, whereas
the latter instrument is more effective in promoting monetary stability.6 Thus, the optimal
institutional configuration is determined by society’s preferences over the two mandates and
the size of spillover effects that the instruments have on policy objectives.

In the static version of the model, it is shown that for a policymaker with a dual mandate,
the preferred instrument is determined by the interaction of policy transmission channels and
depends on the type of shock that the economy experiences. As such, adjustments in the policy
rate following an aggregate demand shock, or in capital requirements following an aggregate
supply shock, lead to an improvement on monetary and financial stability, constituting the two
policy objectives as complementary. When mandates are separated, macroeconomic stabil-
ity improves once the independent authorities coordinate their actions, so that the monetary
policymaker’s response takes into account the spillover effects of macroprudential policy on
macroeconomic variables. Overall, the optimal institutional design depends on society’s pref-
erences, as separation of policy mandates enhances macroeconomic stability when inflation
stability is more socially desirable, and a dual mandate for a single authority when the society
values more financial stability.

Extending the model in a dynamic setting, the policy rate is always the optimal instrument
as capital requirements’ adjustments result in excess volatility of the macroeconomic variables.
Similar to the static case, coordination between independent authorities is the dominant setting
when monetary stability is socially important, while a policymaker with a dual mandate could
become the dominant arrangement when social preferences are such that a greater weight is

5Some of these variables include banks’ credit growth (Gelain and Ilbas 2017), credit relative to the size of the
economy (Angelini et al. 2012, 2014), leverage ratio (Angeloni and Faia 2013, Valencia 2014), loan-to-value ratio
(Beau et al. 2012, Rubio and Carrasco-Gallego 2014) and credit spreads (Curdia and Woodford 2010, Woodford
2012, Cecchetti and Kohler 2014, Tayler and Zilberman 2016), among others.

6See Bridges et al. (2014) and Aiyar et al. (2014).
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placed on financial stability.
The rest of the paper proceeds as follows. Section 2 develops a theoretical framework for

the static version of the economy, while the evaluation of alternative institutional structures is
performed in Section 3. Section 4 extends the model to a dynamic setting and identifies the
optimal institutional arrangements. Section 6 concludes.

2. The Model

We consider a standard macroeconomic framework that incorporates a banking sector as in
Cecchetti and Li (2008), written as log-linear deviations from the steady state. For tractability
and without loss of generality, the model considered is in line with the traditional aggregate
demand-aggregate supply models commonly used for policy analysis (see Bernanke and Blin-
der 1988 and Svensson 1997, 1999) and consistent with micro-founded models and empirical
findings via parameter restrictions.

Financial intermediation is introduced by allowing banks to influence the level of economic
activity. Following Bernanke and Blinder (1988), aggregate demand yd and aggregate supply
ys are given by

yd = −aππ − ai(i− πe)− aρ(ρ− πe) + h

ys = β(π − πe) + ϵ,
(1)

where π is inflation, πe denotes expected inflation, while potential output is normalised to
zero and the parameters aρ, ai and aπ are positive. Aggregate demand and supply shocks are
represented by the white noise variables h and ϵ, respectively, that are uncorrelated with each
other. Agents are assumed to be unaware of the macroeconomic shocks and have rational
expectations so that πe is zero. In addition, for tractability of the analysis that follows, ys is
considered to be inelastic with respect to inflation such that β ∈ (0, 1]. The lending rate ρ
is determined by market clearing in the loan market, while the short-term interest rate i and
capital requirements k are set by policymakers.

Specifically, by controlling the availability of credit, banks can influence the price of credit
in the economy that is established in the loan market and described by

ℓd = −ℓρ(ρ− πe) + ℓyy

ℓs = cy − k.
(2)

The loan demand ℓd depends negatively on the lending rate ρ and positively on output y. The
loan supply ℓs depends negatively on capital requirements k and positively on banks’ capital cy,
which increases with y as a greater number of loan repayments when the economy is expanding
contributes to the higher net worth of the banking sector, while parameters c, ℓρ and ℓy are
positive. Without loss of generality, the banking sector is considered to be capital constrained,
which could reflect binding liquidity constrains (Bernanke and Gertler 1995), banks’ attempts
to maintain their capital buffers (Van den Heuvel 2002), or simply the high costs involved in
raising equity capital as suggested by empirical findings (Aiyar et al. 2014). This assumption
simplifies the analysis as changes in k have a univocal effect on ℓs.

Substituting for the equilibrium lending rate, inflation and output gap are linear functions
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of the shocks and policy instruments

ρ =
k

ℓρ
+ yθ

π = −
(ai
r

)
i−
(
aρ
ℓρr

)
k −

(
1 + aρθ

r

)
ϵ+

(
1

r

)
h (3)

y = −
(
aiβ

r

)
i−
(
aρβ

ℓρr

)
k +

(aπ
r

)
ϵ+

(
β

r

)
h

where θ = (ℓy − c)/ℓρ measures the sensitivity of the equilibrium lending rate to changes in
output and r = β(1+aρθ)+aπ to simplify notation. In order for the shocks to have the predicted
effects on the macroeconomic variables, it is assumed that ℓd is more sensitive to changes in
output than ℓs so that ℓy − c > 0, which implies that θ > 0 and therefore r > 0. Regarding the
policy mandates, the policymaker in charge of monetary stability aims to minimise deviations
of inflation from a targeted value, but not at the detriment of output stabilisation as deviations
of output from its potential level are also of concern. Following the traditional literature as
established by the seminal work of Woodford (2003), this is captured by the minimisation
problem of the quadratic loss function

LMP = π2 + λy2, (4)

where targeted inflation is assumed zero for simplicity and λ ∈ (0, 1] is the policymaker’s
inflation aversion.7

Contrary to the widely endorsed goals of monetary policymaking, the macroprudential ob-
jectives are not well-established in the literature. Focusing on the asset side of banks’ balance
sheet as credit creation is associated with financial imbalances, many of the suggested macro-
prudential objectives aim to restrict banks’ credit growth, adjust lending to the business cycle
and discourage risk-taking behaviour.8 In this model, financial instability is captured by the
spread between the lending and the policy rate as in Cecchetti and Kohler (2014), since devia-
tions of the cost of capital from the opportunity cost of capital can lead to financial imbalances.
Policymakers aim to minimise the following loss function

LFS = (ρ− i)2. (5)

The analysis commences by examining the setting of a single policymaker with two objec-
tives and two instruments to account for the spillover effects on macroeconomic stability that
result from policy interactions. This case acts as a benchmark in comparing alternative institu-
tional configurations by evaluating the policies that minimise an aggregate loss function while
considering the features that characterise each setting. Although optimal policies are derived
in an ad-hoc fashion that is convenient for obtaining analytical results, the tractability of the
model enables a comparative static analysis that identifies the role of the model’s parameters
and weights assigned on stability mandates in determining the preferred configuration.9 The
optimisation problem is written as

7Following Woodford (2003), the literature advocates that a small weight should be assigned to measures of
economic activity in the objective of welfare-maximising monetary policymakers. More recently, however, this
view has become a subject of debate (see Debortoli et al. 2017).

8In addition to the aforementioned DSGE literature, see also Kahou and Lehar (2017) for a survey on macro-
prudential policies and objectives.

9Following Woodford (2003)’s seminal work, quadratic loss functions have been used to approximate house-
holds’ objective, providing a welfare based criterion in the design of simple policy objectives, where policy
weights are determined by the specific features of the economy in calibrated models of any scale.
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General Optimisation Problem (Static).

min
i,k

L := ζLFS + (1− ζ)LMP

subject to (3), (4) and (5),

where ζ ∈ [0, 1] is the weight attached to financial stability and reflects the policymakers’
preferences over the two objectives. Let kf and if be the (first-best) solutions to the above
optimisation problem that satisfy the first-order conditions

ζ(ρ− i)∂ρ/∂k + (1− ζ)(π + λβy)∂π/∂k = 0
ζ(ρ− i) (∂ρ/∂i− 1) + (1− ζ)(π + λβy)∂π/∂i = 0.

(6)

To simplify the notations, let Φk(kf , if ; ζ) and Φi(kf , if ; ζ) denote the first-order conditions
with respect to k and i, respectively. They are written as implicit functions of the two instru-
ments and the parameter ζ , and simultaneously satisfied for π(kf , if ) = −λβy(kf , if ) and
ρ(kf , if ) = if . As these relationships between macroeconomic variables hold regardless of the
instrument used, there is perfect instrument substitutability which is due to the linearity of the
model and the quadratic form of the loss functions.10 In addition, as π(kf , if ) and y(kf , if )
depend on ϵ, only aggregate supply shocks have a real effect on the economy. Indeed, the
effect of a demand shock on output can be counterbalanced by adjusting either instrument
such that the spread between the policy and lending rate remains unchanged. Analytically,
y(kf , if ) = ϵ/(1+ λβ2) so that a positive supply shock leads to an increase in output and a fall
in inflation as expected.

Finally, the linearity of aggregate loss function in ζ implies that the first-best solution is in-
dependent of the weight placed on stabilisation policies. Therefore, (kf , if ) is also the solution
to the optimisation problem of a social planner as the public could have different preferences
over the two objectives, allowing for the weights attached to the simple policy objectives con-
sidered to be loosely defined. Substituting y(kf , if ) and π(kf , if ) into (3), the optimal policy
rules are

if = −
(

1− λβaπ
(aρ + ai)(1 + λβ2)

)
ϵ+

(
1

aρ + ai

)
h and kf = ℓρ

(
if −

θ

1 + λβ2
ϵ

)
.

Both if and kf respond positively to h as expected, damping the effect of the shock on out-
put and inflation. In contrast, the two instruments are expected to respond negatively to ϵ as
inflation-averse policymakers attempt to stabilise inflation as shown in (3). Therefore, it is re-
quired that the model’s parameters satisfy λβaπ < 1, which restricts the values that the inflation
elasticity of aggregate demand can take, provided that the policymaker is inflation-averse and
output has a low sensitivity to changes in inflation.

The evaluation of the configurations considered in the rest of the paper involves settings
where policymakers have one instrument under control. This consideration stems from the ob-
servation that i is adjusted more frequently than k, as the resulting uncertainty from recurring
adjustments of the latter policy instrument could influence the price of credit by disrupting
its availability, which in turn increases the liquidity and credit risk due to the maturity mis-
match between banks’ assets and liabilities. This is in accordance with the existing literature
that models the central bank’s instrument as a traditional or augmented Taylor rule to capture
the effects of a policy response to financial variables, whereas macroprudential regulators are

10This feature has also been highlighted by Cecchetti and Kohler (2014).
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considered focusing on the policy goal with the instrument at hand following a normative ap-
proach (see Angeloni and Faia 2013, Angelini et al. 2014). Without imposing an association
between objectives and instruments by allowing policymakers to be instrument independent,
the requirement of one instrument imposes an additional restriction to the optimisation prob-
lem of a single policymaker. However, when mandates are separated, the outcome depends on
the policymakers’ strategic interactions.

2.1. Combined Mandates

A policymaker with a single instrument is not able to optimally pursue both objectives and
the first-best outcome is no longer attainable. As transmission channels are linked through the
lending rate, a change in either instrument will affect both policy goals which yield inferior
outcomes. In this case, the policy rules are given by the first-order conditions where Φk(0, k; ζ)
and Φi(i, 0; ζ). As the optimisation problem cannot be distinguished according to the two
objectives, the optimal policy rules depend on ζ .

2.2. Separate Mandates

The incurred losses associated with the instruments’ spillover effects on policy goals could
be reduced by separating the two mandates, providing policymakers with greater flexibility
to pursue their objectives. Under full coordination, by considering the interdependence of
their decisions, policymakers can be viewed as to jointly minimise the aggregate loss function
and therefore the resulting equilibrium is the first-best solution. The optimal policy rules are
Φk(if , kf ; 1) and Φi(if , kf ; 0). However, as previously argued, although this setting provides
very useful insights to the model, it is not considered to be implementable.

Instead, the cases of complete and partial separation of policy mandates are examined
which are characterised by limited coordination. In particular, in the case where mandates are
completely separated, policymakers are considered to minimise their objective function ignor-
ing the possible effects by the other policymaker’s response. Lack of coordination implies that
policy decisions are independent and therefore the first-best outcome is no longer attainable as
the spillover effects are ignored. In contrast, when mandates are partially separated, one of the
policymakers is fully rational and takes the behaviour of the other into account in setting the
instrument at the optimal level. Even though the timing of moves does not affect the results as
the first-best outcome remains a solution for separate policymakers, instruments are considered
to be set sequentially to capture the difference in the regularity of instruments’ adjustment.
Indeed, the macroprudential regulator is considered to move first as the decision to set k in pur-
suing financial stability is independent of i, whereas the monetary policymaker can optimally
respond to any changes in k by adjusting i.

3. Policy Evaluation in the Static Setting

The institutional configurations that are evaluated include a dual mandate where the pol-
icy instrument is i or k, and complete (S) or partial (R) separation of mandates, with the
monetary policymaker having the second-mover advantage. Let these settings be indexed by
j ∈ {i, k, S,R}, where Lj denotes the corresponding value function and Ljj′ the difference in
the aggregate loss between any two settings j ̸= j′ such that

Ljj′ = z(Lj
FS − Lj

FS) + (1− z)(Lj
MP − Lj′

MP ),
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where z is the society’s weight placed on financial stability, which can differ from the poli-
cymaker’s subjective weight ζ . The following property characterises the value functions with
respect to ζ .

Property 1. For a policymaker with combined mandates, LMP is strictly increasing in ζ
whereas LFS is strictly decreasing in ζ , independently of the instrument used.

This suggests that the loss associated with each objective falls as the weights placed by the
policymaker are aligned with those of the social loss function.11

The paper compares different institutional settings by examining each shock separately.
The loss associated with monetary and macroprudential stability is determined separately by
evaluating Ljj′ at z = 0 and z = 1, respectively. From the linearity of Ljj′ with respect to z,
institutional settings that result in a higher loss for both objectives are eliminated as inferior.
In what follows, it is considered that aggregate demand is more sensitive to changes in the
policy rate than to changes in the lending rate, i.e. aρ ≤ ai. The policy rate has a direct
effect on macroeconomic outcomes via the interest rate channel, whereas capital requirements
influence macroeconomic outcomes indirectly through the credit channel, as changes in banks’
balance sheet influence the price of credit, which in turn affects the aggregate demand. As
such, the policy rate is considered to be a more effective instrument than capital requirements
for macroeconomic policy, as less frictions are involved in the policy transmission.

Finally, in order for the comparisons undertaken between different institutional settings to
be tractable without altering the main results, the model’s parameters are assumed to satisfy

aρ ≥ (β + aπ) / (βθ) . (7)

This is a sufficient condition that simplifies the analysis and introduces a lower bound to the
sensitivity of output to changes in the price of credit, and consequently to the effectiveness
of policy transmission through the credit channel. A discussion on the implications of this
assumption is provided in the analysis.

3.1. Aggregate Demand Shock

Consider first the case where an aggregate demand shock distorts the economy from the
equilibrium. The shock affects inflation and output, which in turn influences the lending rate in
the loan market, and therefore the spread between the lending and policy rate.

Lemma 1. For an aggregate demand shock, the policy rate is the dominant instrument for a
single policymaker, and a combined mandate is the dominant institutional structure in relation
to the complete separation of mandates.

Proof. See Appendix
According to Property 1, the loss for a single policymaker increases when a greater weight is
assigned to the opposing objective, as control over a single instrument does not provide the
flexibility to restrain the spillover effect between the two objectives. In the Appendix it is
shown that capital requirements results in greater losses for either objective and therefore it
constitutes an inferior instrument, independently of the preference parameters ζ and z.

The intuition behind this result is as follows. For z = 0, both instruments adjust to offset the
effect of the shock on aggregate demand and minimise the variability of inflation and output

11From the value function and the first-order conditions, ∂LMP /∂ζ = (∂LMP /∂i)
2/ζ∂2L/∂i2 > 0 and

∂LFS/∂ζ = −(∂LFS/
(
∂i)2/(1− ζ)∂2L/∂i2

)
< 0. The comparative static effect of ζ remains the same when

k is the policymaker’s instrument.
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by moving in the same direction.12 However, the positive relationship between k and ρ as
indicated by (3) implies that financial stability will deteriorate further by adjusting k following
the shock, whereas the negative relationship between i and ρ through the effect of the former
on output implies that financial stability improves by adjusting i instead.13 Moreover, for z =
1 the instruments move in opposite directions in order to minimise the spread between the
two rates. From the inverse relationship between i and ρ it follows that the adjustment of i
also improves monetary stability contrary to k, which results in greater variability for inflation
and output. Hence, policy objectives are conflicting when k is adjusted due to the negative
spillovers. Instead, adjustment of i yields a positive spillover effect, establishing the two policy
goals as complementary and resulting in a lower social loss.14

Moreover, when mandates are separated, the first-best solution is not an equilibrium out-
come as the instruments’ spillover effects are ignored. From Property 1 and provided that the
first-best can be attained for extreme values of ζ when mandates are combined, it is shown
in the Appendix that this setting results in a lower aggregate loss for any ζ . In particular, the
negative relationship between the two rates implies that the adjustment of i will improve both
monetary and financial stability following a shock, regardless of the policymaker’s preferences.
However, a separate financial regulator does not consider the effect that k has on inflation and
output that hinders monetary stability.

The optimal institutional arrangement following an aggregate demand shock is summarised
below.

Proposition 1. Following an aggregate demand shock, a unique value of z exists, namely z,
such that the dominant institutional structure is partial separation of mandates for any z ≤ z
and a single policymaker with a combined mandate and control over the short-term interest
rates for any z > z.

Proof. See Appendix
When monetary stability is more socially valuable, partial separation is the dominant configu-
ration as the monetary policymaker can set the policy rate to achieve the first-best outcome so
that LR

MP = LMP (if , kf ) < Li
MP for any ζ ∈ (0, 1], while the dispersion between the two rates

implies that LR
FS > LFS(if , kf ). However, as financial stability becomes more socially impor-

tant for higher values of z, the benefit from attaining LMP (if , kf ) diminishes and the setup of
a single policymaker with control over the policy rate becomes the dominant setting.

Partial separation’s dominance relies on the fact that the spillover effect of k on monetary
stability is internalised. In other words, the adjustment in i is sufficiently strong not only to
neutralise the opposing effect of k on inflation and output variability, but to achieve the first-best
outcome for monetary stability following the shock. As such, it is the dominant institutional
structure when z is low, but due to the resulting financial instability, it is dominated by the
arrangement with a dual mandate for high values of z.

12Indeed, ∂LMP /∂i = 2(π + λβy)∂π/∂i < 0 and ∂LMP /∂k = 2(π + λβy)∂π/∂k < 0, as ∂π/∂i < 0 and
∂π/∂k < 0 from (3).

13Alternatively, it can be verified that ∂LFS/∂k = 2ρ∂ρ/∂k > 0 and ∂LFS/∂i = −2(ρ− i)(1− ∂ρ/∂i) < 0
following an aggregate demand shock.

14Even though i is the dominant instrument for a wide range of parameters, the assumption aρ ≤ ai is sufficient
to guarantee that it remains dominant for the limit case where ζ tends to zero, i.e. Lik

FS < 0. Relaxing this
assumption will only complicate the analysis as Lik

MP < 0 for any ζ and therefore, from the linearity of social loss
function in z, i remains the dominant instrument over a range of z values.
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3.2. Aggregate Supply Shock

An aggregate supply shock has an irreversible effect to the economy as inflation and output
move in opposite directions. Policymakers’ response depends on inflation aversion which can
potentially influence the resulting loss due to the instruments’ spillover effects on the policy
objectives.

Lemma 2. For an aggregate supply shock and provided that policymakers are inflation-averse,
capital requirements is the dominant instrument for a single policymaker, and partial separa-
tion is the dominant institutional structure when mandates are separated.

Proof. See Appendix
Following the shock, output and lending rate move in the opposite direction to inflation. A
policymaker with a dual mandate can adjust either instrument to reduce inflation variability.
However, the inverse relationship between the two rates suggests that financial stability deteri-
orates further by adjusting i, whereas it improves by adjusting k due to the positive relationship
between k and ρ. When the policy focus is on financial stability instead, the instruments move
in opposite directions to reduce the spread between the two rates, which leads to greater vari-
ability of inflation and output in terms of i, but to an improvement of monetary stability in terms
of k. As such, the adjustment of i has a negative spillover effect that renders the objectives as
conflicting, whereas adjustment of k yields a positive spillover effect. In this case, comple-
mentarity of objectives results in a lower loss. Note that, although the policymaker’s inflation
aversion can influence the direction of instruments’ adjustment and therefore the spillover effect
on either objective, it does not alter the main result of the above Lemma.15

Moreover, when mandates are separated, it is only partial separation that internalises the
spillover effect of k to monetary stability and therefore attains LMP (if , kf ). In addition, the
ensuing effect on the spread between the two rates is shown in the Appendix to be smaller for
the same arrangement. Hence, mandate separation without coordination remains the inferior
setting for any z.

The optimal institutional arrangement is described in the following Proposition.

Proposition 2. Following an aggregate supply shock, a unique value of z exists, namely z, such
that the dominant institutional structure is partial separation of mandates for any z ≤ z and
a single policymaker with a combined mandate and control over capital requirements for any
z > z.

Proof. See Appendix
For the separate configuration, the instruments move in the same direction following the shock,
as the macroprudential regulator aims to reduce the spread between the lending and policy rate,
while the monetary policymaker, sets i to achieve LMP (if , kf ) anticipating the effect that k has
on inflation. However, due to the inverse relationship between the two rates, the adjustment in
i compromises the objective of financial stability. For example, recall that a positive aggregate
supply shock leads to a rise in ρ due to the positive effect on output, and to a fall in inflation.
The policymaker with a dual mandate and the separate macroprudential regulator respond by
reducing k, which leads to an increase in inflation and a consequent fall in the lending rate,
improving both objectives. However, the separate monetary policymaker also reduces i to attain
LMP (if , kf ), but the consequent rise in ρ leads to financial instability. As such, separation of
mandates with partial cooperation is the dominant configuration for low values of z.

15As demonstrated in the Appendix, even for an output-averse policymaker, Lik
FS ≥ 0 for any ζ whereas

Lik
MP ≥ 0 only for a limited range of ζ values. Thus, Lemma 2 holds for a wide range of parameters’ values.
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The results on the effects of macroeconomic shocks to different institutional arrangements
rely on the sensitivity of aggregate demand to the policy and lending rates. In particular, it is
considered that the policy rate is a more effective instrument in influencing macroeconomic out-
comes than capital requirements, as the former affects the aggregate demand directly, whereas
the latter does so indirectly through its influence on the lending rate. This is captured by re-
quiring aρ ≤ ai since more frictions are expected in policy transmission through the credit
channel relative to the interest rate channel. In addition, the lower bound on aρ introduced in
(7) preserves capital requirements’ ability to influence macroeconomic outcomes and is a suf-
ficient condition that enables the generalisation of the results obtained for a single policymaker
to be independent of ζ .16 If this condition is violated, the results obtained still hold for a wide
range of the model’s parameters even for very low values of aρ, as threshold values of ζ can be
defined such that dominance associated with each objective, and therefore the overall results
on macroeconomic stability, remain unchanged. Thus, the lower bound on aρ simplifies the
analysis without altering the main conclusions of the model.

4. Dynamic Setting

The model developed in the previous section is extended in a dynamic framework with
discrete time as in Svensson (1997, 1999) and summarised below

ℓdt = −ℓρ (ρt − Et[πt+1]) + ℓyyt (8)
ℓst = cyt − kt (9)

ℓdt = ℓst (10)
πt+1 = πt + βyt + ϵt+1 (11)
yt+1 = ayyt − ai(it − Et[πt+1])− aρ(ρt − Et[πt+1]) + ht+1. (12)

All parameters and variables are defined as before and Et denotes expectations conditional
upon the information available at time period t, so that Et[πt+1] is the expected next period’s
inflation. In each period, market clearing in the loan market determines the equilibrium lending
rate and the demand for loans is considered to be more sensitive to changes in the output gap
than the supply. The aggregate supply in the model is described by the accelerationist Phillips
curve so that the change in inflation is increasing in the lagged output gap. The aggregate
demand indicates that output gap is serially correlated and decreasing in the real loan rate and
policy rate. As before, the two shocks are represented by white noise variables h and ϵ which
are uncorrelated with variances σ2

h and σ2
ϵ , respectively.

The timing of events considered within each time period is as follows. Initially, having
observed the past period’s values of the macroeconomic variables, policymakers set the instru-
ment under control. Subsequently, shocks are realised and the current period’s lending rate,
inflation and output gap are determined. Note that an important feature of the model is that
policy instruments affect inflation with a longer lag than the output gap. Indeed, changes in
either instrument affect next period’s output, which in turn influences the following period’s
inflation.

The analysis begins with the derivation of the first-best solution which acts as a benchmark
in the evaluation of alternative institutional configurations. Although a policymaker engaged
in stabilisation policy has the same loss function in each period as in the static framework, the

16Necessary and sufficient conditions can be derived for all the comparisons performed for a single policymaker
as described in the Appendix.
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objective function in the dynamic context is the discounted sum of the expected future losses.
For the unconstrained case with two objectives and two instruments, a social planner solves the
following optimisation problem at time period t.

General Optimisation Problem (Dynamic).

min
{it+j ,kt+j}∞j=0

zEt

∞∑
j=0

δt+jLt+j,FS + (1− z)Et

∞∑
j=1

δt+jLt+j,MP (13)

subject to Lt+j,FS = (ρt+j − it+j)
2 , Lt+j,MP = π2

t+j + λy2t+j

and the constraints (8) to (12),

where δ ∈ (0, 1) is the discount factor. In terms of monetary stability, as shocks are realised first
within each time period such as t, inflation and output gap are determined when instruments
are set by policymakers, and therefore the objective function incorporates losses starting from
period t + 1. In terms of financial stability, losses are considered starting from the same time
period t as the policy rate and equilibrium lending rate are determined within the same time
period.

To simplify the analysis in deriving the first-best solution, the optimisation problem for
each objective is considered separately and without imposing any restrictions on the instru-
ments available. Similar to the static case, the linearity of the aggregate social loss function in
z implies the optimal rule for each instrument is independent of z and consequently the social
loss value function is linear in z. Hence, focusing on the optimisation problem for each objec-
tive simplifies the analysis in deriving the optimal rules and determining the associated value
functions that facilitate the comparison of different institutional settings.

The optimal policy rules are derived by solving the resulting dynamic optimisation problem.

Corollary 1. Instrument substitutability is maintained in the dynamic framework with discrete
time as either instrument can attain the same value function for each objective. The first-best
solution (i∗t , k

∗
t ) satisfies the following system of equations

ϕyt − ai(it − πt)− aρkt/ℓρ = −vβδ(πt + βyt)/(λ+ vβ2δ) (14)
kt/ℓρ = it − πt − yt(β + θ), (15)

where ϕ = ay+aiβ−aρθ to simplify the notation and v is a function of the model’s parameters
defined in the Appendix.

Proof. See Appendix
Solving the Bellman equations for each objective, given the inflation and output gap transition
functions as shown in the Appendix, yields the above first-order conditions which remain the
same independently of the chosen instrument such that instrument substitutability is maintained
in the dynamic setting.

Given the optimal policy rules, the corresponding value functions are

LMP (π, y) = δv

(
(π + βy)2 +

δ

1− δ
(σ2

ϵ + β2σ2
h)

)
+
δ(σ2

ϵ + λσ2
h)

1− δ
and LFS(π, y) = 0

whereas the aggregate value function is a linear transformation of the above expressions.
Moreover, the conditions on the model’s parameters that ensure the stationarity of the state

variables for each case under consideration are summarised below
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Corollary 2. For any institutional setting j, when the output gap transition function is given
by

yjt+1 = qj(πt + βyt) + gjyt + ht+1, (16)

stationarity of the state variables requires qj < 0 and 2(1 + gj) + qjβ > 0, where qj and gj

are functions of the model’s parameters and depend on the policy rules adopted in setting j.

Provided that the inflation transition function is given by the Phillips curve in (11), the
characteristic equation for any setting j has the form γ2 − γ(1 + gj + qjβ) + gj = 0. The
conditions on qj and gj guarantee that the resulting eigenvalues γ1 and γ2 have an absolute
value less than one to ensure convergence.

For the first-best outcome, Corollary 1 suggests that the output gap transition function re-
mains the same regardless of the instrument used in pursuing either objective and therefore it
can be obtained by applying either i∗ or k∗ into aggregate demand, which yields

yt+1 = −vβδ(πt + βyt)/(λ+ vβ2δ) + ht+1. (17)

In this case, g∗ = 0 and q∗ = −vβδ/(λ + vβ2δ) so that inflation and the output gap are
stationary according to Corollary 2 as −1 < q∗β < 0.

5. Policy Evaluation in the Dynamic Setting

When mandates are combined, similar to the static case, the corresponding policy rules
and associated value functions depend on ζ . However, as the objective function of the single
policymaker is linear in ζ , while the constraints are linear in the state variables and independent
of ζ , the value function for each objective is monotonic in ζ . Hence, focusing on each objective
in comparing the value function for different instruments and provided that the same outcome is
attained for extreme values of ζ , monotonicity implies that dominance remains the same for any
ζ ∈ (0, 1). As such, inferior settings are identified in the following Lemma when dominated
for extreme values of social preferences.

Lemma 3. In the dynamic framework and independently of the macroeconomic shock, the
policy rate is the dominant instrument for a single policymaker, and partial separation is the
dominant institutional setting when mandates are separated.

Proof. See Appendix
The policy rule for a single policymaker when ζ = 0 is given by (14), the output gap transition
function is described by (17) regardless of the instrument used. The value functions are shown
in the Appendix to have the same form for z = 1, so that conclusions are drawn by direct
comparison of the loss in the initial period. In contrast, when ζ = 1 the policy rule for either
instrument is given by (15) whereas the output gap transition functions are

yit+1 = yit(ay − θ(ai + aρ)) + ht+1 (18)

ykt+1 = (ai + aρ)(π
k
t + βykt ) + ayy

k
t + ht+1. (19)

Since the time path of state variables differs in the two settings, the method of undetermined
coefficients is employed to derive the value functions when z = 0. As discussed in the Ap-
pendix, the value functions have the same form in each setting, so that direct comparisons of the
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coefficients obtained for each instrument enable us to conclude about the overall performance
of each instrument.17

The above expressions indicate that only ykt+1 depends on the lagged inflation as capital
requirements affect the real lending rate. In order to minimise the loss from financial instability
in each period, the policymaker sets the nominal policy rate equal to the nominal lending rate
so that their real values are also equal. Given that the aggregate demand depends only on the
real values of the two rates and the real lending rate is determined in the lending market, this
implies that the aggregate demand is independent of the inflation. In contrast, changes in capital
requirements affect the real lending rate, and therefore by pursuing the objective of financial
stability and equalising the nominal values of the two rates, results in ykt+1 being dependent on
πt.

The sensitivity of aggregate demand on the two rates has important implications on the
performance of each instrument. In particular, although all parameters are considered to be
positive, it is interesting to note that when aggregate demand is identically influenced by the
two rates but the direction of the effect differs, the choice of the instrument becomes irrele-
vant.18 In this case, aggregate demand depends on the spread between the two rates so that,
from the policy objective functions, instruments need to move in opposing directions to pro-
mote financial stability in the same period or monetary stability the next period. As such, the
instruments’ spillover effects become equivalent and consequently the choice of instrument has
no effect on aggregate loss. Moreover, in the extreme case where aggregate demand is inde-
pendent of k so that aρ is zero, k is not the optimal instrument when the society’s preferences
are such that a greater emphasis is placed on monetary stability. In contrast, when financial
stability is socially valuable, the aggregate demand is insulated against the adverse effects of k
adjustments and the negative spillover effect on monetary stability is eliminated. However, as
it is shown in the Appendix, as long as there are more frictions involved in policy transmission
through k, i remains the dominant instrument.

Moreover, for institutional arrangements where mandates are assigned to different policy-
makers, evaluation is focusing on financial stability, as partial separation dominates in terms of
monetary stability. Specifically, the capital requirements’ rule for either setting can be derived
from (15) by requiring it to be zero. In the case where policymakers move sequentially, the
interest rate rule is described by (14) where kt is given by the capital requirements rule, while
kt is set to zero in the absence of coordination so that

iRt =

(
aρ +M

ai
+ 1

)
(πt + βyt) +

(
ay
ai

)
yt (20)

iSt =

(
M

ai
+ 1

)
(πt + βyt) +

(
ay − aρθ

ai

)
yt, (21)

whereM = vβδ/(λ+vβ2δ) > 0 to simplify notation. The corresponding output gap transition
functions are given by (17) and

ySt+1 = −(M − aρ)(πt + βyt) + aρθyt + ht+1. (22)

Provided that the transition functions differ in the two settings, policy performance can be
assessed by comparing the corresponding value functions, as demonstrated in the Appendix.

17When the policy instrument is k and z = 0, state variables are stationary for ζ = 0 but non-stationary for
ζ = 1 as qk = ai + aρ > 0 which violates the condition introduced in Corollary 2. However, as the policy rule
and consequently the output gap transition function depends on ζ, stationarity conditions alone cannot be used to
make inferences in comparing the two instruments.

18This represents a special scenario as all parameters are assumed to be positive.
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However, unlike the case of a single policymaker, such comparison is computationally cumber-
some without providing any conclusive result as it depends on the model’s parameters. Never-
theless, interesting insights about the effect of different parameters can be derived by examining
the policy rules in each case. In particular, as the capital rule is the same in both settings, the
resulting loss due to financial instability depends on the time path of the policy rate. Starting
from some initial values for inflation and output gap, when the future is heavily discounted, the
value function in each case is equal to the corresponding interest-rate rule as described by (20)
and (21). Clearly, direct comparison of the two expressions indicates that the loss is greater
under partial separation for any aρ < ai. By taking into account the choice of k when setting
i, the interest-rate rule is more responsive to changes in inflation and output gap. This leads
to greater volatility in the policy rate in comparison to the case of complete separation, which
has a detrimental effect on financial stability. In contrast, for a high rate of time preferences,
it is shown in the Appendix that the comparison between the value functions in the two cases
does not only depend on the sensitivity of the interest-rate rule to the state variables, but it also
depends on the volatility of the state variables which follow different time-paths. Indeed, the
adjustment of iRt is sufficiently large so that the state variables follow the same time-path as in
the case of full coordination. The resulting lower inflation volatility imposes a lower cost on
the value function in relation to the case of complete separation. Dominance of partial separa-
tion in terms of financial stability depends on whether the lower inflation volatility outweighs
the greater responsiveness of iRt to changes in state variables, which in turn depends on the
parameters of the model. In particular, it is shown that when the demand and supply for loans
have the same sensitivity to changes in output gap, partial separation is the dominant setting for
high values of aρ, as inflation volatility has a strong impact on the aggregate loss. This effect
is reinforced for high values of inflation aversion and low values of the sensitivity of inflation
to lagged output gap. Overall, when both policy objectives are considered together, partial
separation is the dominant setting for a wide range of the model’s parameters, as it attains the
first-best outcome for monetary stability.

Having identified the inferior configurations, the Proposition below summarises our find-
ings.

Proposition 3. A unique value of z exists, namely z̃, such that the dominant institutional struc-
ture is partial separation of mandates for any z ≤ z̃ and a single policymaker with a combined
mandate and control over the policy rate for any z̃ < z, provided that the model’s parameters
are such that inflation and output gap are stationary.

Since partial separation always dominates for z = 0 and the single policymaker attains the
first-best for z = ζ = 1, to prove the existence of z̃ it is sufficient to show that the latter
is the optimal configuration for ζ = 0. In this case the two settings share the same output
gap transition equation and the value function has the same form. As such, from a simple
comparison of the loss functions at the initial period, it can be shown that a dual mandate is the
optimal setting independently of ζ , provided that inflation and output gap are stationary, which
imposes restrictions on the model’s parameters as specified by Corollary 2.19

Evidently, coordination plays a crucial role in the optimal design of policymaking. Estab-
lishing an independent macroprudential regulator could enhance accountability and reinforce

19From transition equation (18) it follows that qi = 0 and gi = ay − θ(ai + aρ). Since yit+1 is independent of
π, the condition qj < 0 is violated. However, the presence of a unit root is only due to the assumed form of the
Phillips curve described in (11) as stationarity is guaranteed when the sensitivity of inflation to its lagged value is
considered to be less than one. The introduction of a new parameter does not affect the results obtained and will
only add to the complexity of the analysis.
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the commitment in the pursuit of policy objectives, but coordination failures yield inferior
outcomes. This issue has been acknowledged in recent regulatory reforms and addressed by
promoting information exchange between different institutions or committees.20 Although con-
current policy adjustments are uncommon, sharing of costly information provides policymakers
with more accurate knowledge of each others’ reaction function that leads to superior outcomes.

6. Conclusions

The paper evaluates the performance of different institutional configurations in the ever-
changing landscape of policymaking by examining the interaction of monetary and macropru-
dential policies, and the spillovers that instruments have on policymakers’ objectives. Sepa-
ration of the mandates without coordination between policymakers is a inferior arrangement
regardless of the type of shock, whereas partial separation becomes the optimal arrangement
when monetary stability is more socially important. By rationally inferring the consequences
of macroprudential regulator’s actions on output and inflation, the monetary policymaker can
optimally set the policy rate. In contrast, when financial stability is more socially desirable,
the arrangement with combined mandates becomes the dominant setting as the spillover ef-
fects of the policy rate on financial stability are internalised. In the static version of the model,
the selection of the optimal instrument depends on the type of shock that affects the econ-
omy, whereas in the dynamic setting, capital requirements is inferior instrument as it results in
greater volatility of macroeconomic variables.

However, this finding does not dismiss the need for policy coordination and information
sharing. Indeed, at least from a theoretical perspective, it can be shown that a macroprudential
regulator with a second-mover advantage that takes into account the effects of monetary policy
on financial variables of interest is the dominant arrangement when financial stability is socially
important. Although this setting can be compared against alternative arrangements developed in
the paper, it is not representative of the social preferences, as monetary stability considerations
receive greater importance on the ordinary operations by policymakers.

The simple framework developed in the paper examines the interaction of macroeconomic
policies and demonstrates in a tractable manner that the optimal policy design depends on a
variety of factors which explains the wide range of results in the literature. Apart from the
policymakers’ and society’s preferences over the policy goals, some assumptions of the model,
such as the degree of monetary policymaker’s inflation-aversion as well as parameter values
that determine the sensitivities of the policy objectives to the two instruments, have an impor-
tant role to play in the suggested policy recommendations. Moreover, capital requirements is
more likely to be the optimal instrument when the economy is affected by a financial shock,
as the direct effect in the lending market entails lower instability on aggregate. Examining
the macroeconomic policy interactions in response to a variety of shocks on a micro-founded
framework without compromising the tractability of the policy spillovers are important con-
cerns that are planned to be addressed in future work.
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A. Appendix

Proof of Lemma 1

From the linearity of Ljj′ in z, a sufficient condition for an institutional structure to dom-
inate is to attain the lowest loss in terms of both policy objectives following a shock. The
optimal policy rules for a single policymaker are determined by (3) and either first-order con-
dition Φi(i, 0; ζ) or Φk(0, k; ζ) depending on the instrument, where h = 1 and ϵ = 0.

Note that Lik
MP (ζ = 0) = 0 and Lik

FS(ζ = 1) = 0 as the policymaker attains the first-best
outcome independently of the instrument, whereas

Lik
MP (ζ = 1) = (1+λβ2)

(
1

(r + βθai)2
− 1

(r − βθaρ)2

)
< 0 and Lik

FS(ζ = 0) =
1

a2i
− 1

a2ρ
≤ 0

since aρ ≤ ai so that Lik
MP (ζ) ≤ 0 and Lik

FS(ζ) ≤ 0 from Property 1. Hence, Lik(ζ) ≤ 0 for
any ζ and z.

Since a policymaker with dual mandate attains the first-best for z = ζ = 0 and z = ζ = 1,
note that

LiS
MP (ζ = 1) = (1+λβ2)

((
1

r + βθai

)2

−
(

βθaρ
r(r − βθaρ)

)2
)

and LiS
FS(ζ = 0) = −βθ(2r + βθai)

r2ai
< 0.

Therefore, LiS
FS < 0 from Property 1 while the condition in (7) is sufficient to ensure LiS

MP < 0
for any ζ . Hence, LiS ≤ 0 for any ζ and z. �

Proof of Proposition 1

To prove existence of z is sufficient to show that LiR
FS < 0 since LiR

MP > 0 as LR
MP =

LMP (if , kf ) . Since

LiR
FS(ζ = 0) = −βθ(ai + aρ)(β + βθai + aπ + r)

ai(β + aπ)2
< 0

then LiR
FS < 0 for any ζ from Property 1. Hence, linearity of LiR in z implies that a unique

value z exists such that LiR > 0 for z ∈ (0, z) and LiR < 0 for z ∈ (z, 1). �

Proof of Lemma 2

Similar to the proof of Lemma 1, considering extreme values for the preference parameters,
Lik
MP (ζ = 0) = 0 and Lik

FS(ζ = 1) = 0 whereas

Lik
MP (ζ = 1) =

θaπ(ai + aρ)

(β + aπ)2(r + βθai)2
(
2(β + aπ)(1− λβaπ) + θ(ai + aρ)(2β + aπ(1− λβ2))

)
, and

Lik
FS(ζ = 0) =

(ai + aρ)(1 + θaρ − λβaπ)

(1 + λβ2)a2i a
2
ρ

(θaρ(ai + aρ)− (ai − aρ)(1− λβaπ)) .
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Note that Lik
MP (ζ = 1) > 0 since λβaπ < 1. Similarly, the condition in (7) guarantees that

aρ > (1− aπλβ)/θ so that Lik
FS(ζ = 0) > 0 and therefore, from Property 1, Lik

FS > 0 for any ζ
and z.

Moreover, partial separation dominates for z = 0 as LR
MP = LMP (if , kf ) and

LSR
FS =

θaπaρ
1 + λβ2

(
r + θβai
rai(β + aπ)

)2 (
2(β + aπ)(1− λβaπ) + θaρ(2β + aπ(1− λβ2))

)
> 0,

as 1− λβ2 > 0 for an inflation-averse policymaker, and therefore LSR > 0 for any z. �

Proof of Proposition 2

Similar to Proposition 1, to prove the existence of z it is sufficient to show that LkR
FS < 0

where

LkR
FS(ζ = 0) = r(ai+aρ)

(
1− λβaπ

(1 + λβ2)aiaρ(β + aπ)

)2

((ai − aρ)(β + aπ)− βθaρ(ai + aρ)) < 0,

Property 1 implies LkR
FS(ζ = 1) < 0 and therefore LkR

FS < 0. Hence, from the linearity of LkR

in z, a unique value z exists such that LkR > 0 for z ∈ (0, z) and LkR < 0 for z ∈ (z, 1). �

Proof of Corollary 1

Consider the optimisation problem in (13) for a policymaker that sets it when z = 0. Given
the recursive nature of the problem, as the choice of the control variable affects the next period’s
values of the state variables described by the transition functions, the multi-period problem is
collapsed into a sequence of two period problems. Let LMP (π, y) be the value function at t.
Since it affects yt+1, the Bellman equation is

LMP (π, y) = min
it,yt+1

{Et[(πt+1)
2 + λ(ϕyt − ai(it − πt)− aρkt/ℓρ + ht+1)

2 + δLMP (πt+1, yt+1)]}

s.t. yt+1 = ϕyt − ai(it − πt)− aρkt/ℓρ + ht+1 and πt+1 = πt + βyt + ϵt+1.

As LMP (π, y) converges to the true value function through successive iterations, we guess that
the latter takes the form LMP (π, y) = µ+v(π+βy)2 and check whether this is verified, where
µ and v are the non-negative undetermined coefficients. Solving the optimisation problem we
derive the first-order condition

ϕyt − ai(it − πt)− aρkt/ℓρ = −δβv(πt + βyt)/(λ+ δβ2v) (A.1)

so that the Bellman equation yields

LMP (π, y) = σ2
ϵ + λσ2

h + δ
(
µ+ v(σ2

ϵ + β2σ2
h)
)

+ (πt + βyt)
2

(
1 + λ

(
δβv

λ+ δβ2v

)
+ δv

(
λ

λ+ δβ2v

)2
)
.

Thus, the initial guess of the value function is verified where

µ =
σ2
ϵ + λσ2

h + δv(σ2
ϵ + β2σ2

h)

1− δ
and v =

β2δ − λ(1− δ) +
√

4λβ2δ + (−β2δ + λ(1− δ))2

2β2δ
.

20



The negative root of v is rejected because any deviation of inflation and output form their
steady-state values can only have a non-negative effect on the loss function. The value function
is obtained by substituting µ and v into the initial conjectured function.

Solving the optimisation problem with respect to kt for the same conjectured form of the op-
timal value function provides the first-order condition in (A.1). Thus instrument substitutability
is maintained as the first-order condition and consequently the corresponding value function, is
independent of the instrument used.

Moreover, for z = 1, let LFS(π, y) denote the value function at t. When it is the policy
instrument, the Bellman equation is

LFS(π, y) = min
it,yt+1

{(kt/ℓρ + yt(β + θ) + πt − it)
2 + δEt[LFS(πt+1, yt+1)]}

s.t. yt+1 = ϕyt − ai(it − πt)− aρkt/ℓρ + ht+1 and πt+1 = πt + βyt + ϵt+1.

We guess that LFS(π, y) takes the form LFS(π, y) = µ1 + µ2 (µ3 + v1π + v2y)
2. Solving

the optimisation problem we derive the first-order condition

it − πt =
(kt(1− aiaρδv

2
2µ2)/ℓρ + aiδv2µ2(µ3 + v1πt)) + yt (β + θ + aiδv2µ2(βv1 + ϕv2))

1 + a2i v
2
2δµ2

(A.2)
so that the Bellman equation yields

LFS(π, y) = δ
(
µ1 + µ2(σ

2
ϵ + v22σ

2
h)
)
+ δµ2

(
(aiv2)

2δµ2 + 1

(1 + a2i δv
2
2µ2)2

)
(ktv2(ai + aρ)− µ3 − v1πt + yt (aiv2(β + θ)− v2ϕ− βv1))

2 .

The conjectured form of LFS(π, y) is satisfied and all coefficients should be zero. This implies
LFS(π, y) = 0.

Furthermore, solving the above optimisation problem with respect to kt provides the first-
order condition described in (A.2). As before, instrument substitutability is maintained. �

Proof of Lemma 3

Focusing on extreme values of social preferences, consider that z = 0 whereas ζ = 1. The
output gap transition functions are described by (18) and (19) for each setting. The multi-period
value functions are reduced to

Li
MP (π, y) =δEt

[
(πt+1)

2 + λ (yt(ay − θ(ai + aρ)) + ht+1)
2 + δLi

MP (πt+1, yt+1)
]

Lk
MP (π, y) =δEt

[
(πt+1)

2 + λ (yt(ay + β(ai + aρ)) + πt(ai + aρ) + ht+1)
2 + δLk

MP (πt+1, yt+1)
]
,

where LMP (π, y) = ψ1 + ψ2π
2 + ψ3πy + ψ4y

2 the conjectured optimal value function. The
undetermined coefficients ψ2, ψ3 and ψ4 are positive as inflation and output gap move in the
same direction and have a positive impact on Li

MP (π, y).
The conjectured form of LMP (π, y) is satisfied for:

ψi
1 = δ

(
ψi
1 + σ2

ϵψ
i
2 + σ2

hψ
i
4

)
+ λσ2

h, ψi
2 = 1 + δψi

2,

ψi
3 = 2β

(
1 + δψi

2

)
+ δψi

3g
i, ψi

4 = β2
(
1 + δψi

2

)
+ βδψi

3g
i + (δψi

4 + λ)(gi)2;

and

ψk
1 = δ

(
ψk
1 + σ2

ϵψ
k
2 + σ2

hψ
k
4

)
+ λσ2

h, ψk
2 = 1 + δψk

2 + δqk
(
ψk
3 + qkψk

4

)
+ λ(qk)2,

ψk
3 = 2β

(
1 + δψk

2

)
+ δψk

3(q
k + gk) + qk

(
βδψk

3 + 2(qk + gk)(δψk
4 + λ)

)
,

ψk
4 = β2

(
1 + δψk

2

)
+ βδψk

3(q
k + gk) + (δψk

4 + λ)(qk + gk)2.
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Provided that ψ2, ψ3 and ψ4 are positive, then ψi
2 < ψk

2 , and therefore ψi
3 < ψk

3 and ψi
4 < ψk

4 .
Consequently ψi

1 < ψk
1 which implies Li

MP (π, y) < Lk
MP (π, y). As the value function is

monotonic in ζ , it is the preferred instrument for any ζ ∈ (0, 1] when monetary stability is
socially desirable.

Consider now that z = 1. Both settings attain the first-best for ζ = 1. For ζ = 0, the
policy rule is given by (14) where k = 0 or i = 0 when the instrument is i or k, respectively.
In this case, inflation and output transition functions are the same in both settings where πt+1

is given by the Phillips curve and yt+1 by (17). As before, the conjectured loss function is
LFS(π, y) = ψ1 + ψ2π

2 + ψ3πy + ψ4y
2 so that

Li
FS(π, y) =

(
yt

(
ay − θ(ai + aρ) + βM

ai

)
+ πt

(
M

ai

))2

+ δEt

[
Li
FS(πt+1, yt+1)

]
Lk
FS(π, y) =

(
yt

(
ay + β(ai + aρ) + βM

aρ

)
+ πt

(
M + ai
aρ

+ 1

))2

+ δEt

[
Lk
FS(πt+1, yt+1)

]
,

where ψ1, ψ2, ψ3 and ψ4 are the undetermined coefficients. It can be verified that the conjec-
tured loss function is satisfied in both settings and the coefficients can be determined as before.
However, since the transition functions are the same, concluding about the instrument domi-
nance can be simplified to the comparison of the loss functions at t. From the above expressions
it is apparent that aρ ≤ ai is a sufficient condition that guarantees Li

FS ≤ Lk
FS . Monotonicity

of the value function in ζ implies that setting i results in lower loss for any ζ ∈ [0, 1) when
financial stability is socially desirable. Thus, from the linearity of the social objective function
in z, it follows that i is the dominant instrument for a single policymaker.

The comparison between LR and LS is focusing on the financial stability as the former
arrangement attains the first-best outcome in terms of monetary stability. For z = 1, the value
functions are

LR
FS(π, y) =

[(
aρ +M

ai
+ 1

)
(πt + βyt) +

ay
ai
yt

]2
+ δEt

[
LR
FS(πt+1, yt+1)

]
(A.3)

LS
FS(π, y) =

[(
M

ai
+ 1

)
(πt + βyt) +

ay − aρθ

ai
yt

]2
+ δEt

[
LS
FS(πt+1, yt+1)

]
, (A.4)

where the output gap transition equations (17) and (22), respectively. The conjecture of the
value function considered is of the form LMP (π, y) = ψ1 + ψ2π

2 + ψ3πy + ψ4y
2, where ψ1,

ψ2, ψ3 and ψ4 are the non-negative undetermined coefficients.
The conjectured form of LR

FS(π, y) is satisfied for

ψR
1 (1− δ) = δ

(
σ2
ϵψ

R
2 + σ2

hψ
R
4

)
, ψR

2 (1− δ) =

(
M + aρ + ai

ai

)2

+ δM(MψR
4 − ψR

3 ),

ψR
3 = 2

(M + aρ + ai)(Mβ + ϕ+ aρ(β + θ))

a2i
+ 2β

(
ψR
2 −

(
M + aρ + ai

ai

)2
)
,

ψR
4 =

(
Mβ + ϕ+ aρ(β + θ)

ai

)2

+ β2

(
ψR
2 −

(
M + aρ + ai

ai

)2
)
;
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and

ψS
1 (1− δ) = δ

(
σ2
ϵψ

S
2 + σ2

hψ
S
4

)
, ψS

2 (1− δ) =

(
M + ai
ai

)2

+ δ(M − aρ)
(
(M − aρ)ψ

S
4 − ψS

3

)
,

ψS
3 (1− δaρθ) = 2

(
(Mβ + ϕ)(M + ai)

a2i

)
+ 2β

(
ψS
2 −

(
M + ai
ai

)2
)

− 2δθaρ(M − aρ)ψ
S
4 ,

ψS
4 (1− δa2ρθ

2) =

(
ay − aρθ

ai

)2

+ β(ψS
3 − βψS

2 ).

However, comparisons between the value functions or even the coefficients obtained are incon-
clusive, as the dominant setting depends on the parameters of the model. In particular, when
δ tends to 0+, the loss functions in (A.3) and (A.4) are equal to the interest rate rules for each
setting as described in (20) and (21). Clearly, given the initial conditions for inflation and out-
put gap, complete separation is the dominant arrangement due to the moderate adjustment of
the instrument and given that any future effects are ignored. Moreover, for values of δ in the
neighbourhood of 1−, the value function and consequently the overall dominance of a setting
depends on the coefficient ψi

1. Comparing the value functions while avoiding indeterminacy,
evaluation at δ = 1 yields that they depend on the volatility of the associated interest-rate rules
and consequently on the volatility of the state variables. Specifically,

lim
δ→1−

LR
FS(π

R, yR) = V ar[iR] and lim
δ→1−

LS
FS(π

S, yS) = V ar[iS]

where the policy rules are given by (20) and (21), while the variances and covariance of inflation
and output gap, denoted by V ar[πj], V ar[yj] and Cov[πj, yj], are

V ar[yj] =
2βσ2

h − (1 + gj)qjσ2
ϵ

β(1− gj) (2(1 + gj) + qjβ)
, Cov[πj, yj] = −β

2σ2
h + (1− gj(gj + qjβ))σ2

ϵ

β(1− gj)(2(1 + gj) + qjβ)
,

V ar[πj] = −β
2(1 + gj)σ2

h + (1− (gj + 2qjβ)(1− gj(gj − 1))− (qjβ)2(1− gj))σ2
ϵ

qjβ(1− gj) (2(1 + gj) + qjβ)
.

Note also that qR = −M , qS = −(M − aρ), gR = 0 and gS = aρθ. Provided that the
stationarity conditions in Corollary 2 hold so that M > aρ and aρθ < 1, Cov[πj, yj] < 0 as
expected. To demonstrate cases where partial separation is the dominant setting, suppose for
simplicity that ℓd and ℓs have the same sensitivity to output gap so that ρt is independent of θ,
limiting the effect that V ar[yj] has on financial stability. It follows that

∂V ar[yj]

∂qj
= −2(σ2

ϵ + β2σ2
h)

β(2 + qβ)2
< 0,

∂Cov[πj, yj]

∂qj
= −

(
β

2

)
∂V ar[yj]

∂qj
> 0,

∂V ar[πj]

∂qj
= −

(
1 + qβ

q2

)
∂V ar[yj]

∂qj
> 0.

Since qR < qS then V ar[yR] > V ar[yS], V ar[πR] < V ar[πS] andCov[πR, yR] < Cov[πS, yS].
Hence, although the interest-rate rule for partial separation is more responsive to changes in
state variables as indicated by their coefficients in the policy rule, the adjustment of it is such
that the resulting volatility of the state variables imposes lower cost on the loss function given
that λ < 1 and β < 1. Clearly, for large values of q (i.e. high aρ), provided that stationarity
conditions are satisfied, the resulting high V ar[πS] imposes a greater loss which consequently
becomes the inferior setting. �
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Proof of Proposition 3

The proof focuses on z = 1 as LR
MP = LMP (if , kf ). In particular, a single policymaker

attains the first-best outcome, and therefore is the dominant setting, when ζ is 1. The output
gap transition functions are given by (18) and (17) for each setting.

As before, when ζ = 0 and for the conjectured loss function of the form LFS(π, y) =
ψ1 + ψ2π

2 + ψ3πy + ψ4y
2, the value functions at t are

Li
FS(π, y) =

(
yt

(
ay − θ(ai + aρ) + βM

ai

)
+ πt

(
M

ai

))2

+ δEt

[
Li
FS(πt+1, yt+1)

]
LR
FS(π, y) =

(
yt

(
ay + β(ai + aρ) + βM

ai

)
+ πt

(
M + aρ
ai

+ 1

))2

+ δEt

[
LR
FS(πt+1, yt+1)

]
.

Although it can be verified that the conjectured loss function is satisfied in both settings,since
inflation and output gap transition functions are the same as described by the Phillips curve and
(17), concluding about the dominance is simplified to the comparison of Lj

FS(π, y) at t. From
the above expressions it is clear that Li

FS < LR
FS . Provided that the value function is monotonic

in ζ , then Li
FS < LR

FS for any ζ ∈ (0, 1]. Hence, from the linearity of the aggregate loss
function in z, a unique value z̃ exists such that LiR(π, y) > 0 for z ∈ (0, z̃) and LiR(π, y) < 0
for z ∈ (z̃, 1). �
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