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Abstract

This poster introduces a music source separation (MSS) system and a speech quality enhancement (SQE) system. Both systems are fully open-sourced.
(1) Music source separation aims to separate different sound sources (e.g., drums, bass) from a mixture audio file. MSS has several applications such as karaoke and music remixing. Our study proposed a new
model to predict complex-valued ideal ratio masks with deep ResUNet architecture and channel-wise subband features. In ISMIR 2021 music demixing (MDX) challenge, our system ByteMSS ranked 2nd in the
vocal track and 5th on average score.

(2)Speech quality enhancement is a crucial topic in improving online communication or recorded speech quality. Our study proposed a hew model to predict complex-valued ideal ratio masks with deep
ResUNet architecture and channel-wise subband features. VoiceFixer achieves state-of-the-art results on High-Fidelity speech restoration, dereverberation, de-clipping, enhancement, and equalization in one
0ass. Subjective evaluations show that our system has clear advantages over baselines and achieves good restoration quality on real-world test cases.
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Figure 9. Proposed speech quality enhancement approach (VoiceFixer).
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